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Abstract

Let W be a finite-dimensional vector space over a finite field . The linear dependence graph I'(W) of W is a simple graph
whose vertices are the elements of the vector space W and two distinct vertices u, v of the graph I'(W) are adjacent if and
only if u and v are linearly dependent in W. In this paper, we describe the normalized Laplacian spectrum and normalized
distance Laplacian spectrum of the graph I'(W).
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1. Introduction

The existing literature on algebraic graph theory gives different kinds of spectra associated with a graph. Spectral analysis
of graphs has been the subject of considerable research in algebraic graph theory from the pioneering work of Hiickel [5].
The study of different algebraic structures, using the properties of graphs associated to them, is also a well-studied topic. In
this paper, we associate a finite-dimensional vector space over a finite field to a simple graph by using the linear dependency
of two vectors in the considered space.

Let F be a finite field with ¢ elements and W be a finite-dimensional vector space over F' with dimension n. Hence, the
vector space W consists of ¢" elements. Two finite-dimensional vector spaces over F' are isomorphic if and only if they have
the same dimension. The linear dependence graph I'(IV) associated to the vector space W (F) is defined [6] as the graph
with vertex set W where two vertices u, v of the graph I'(W) are adjacent if and only if v and v are linearly dependent in .
The linear dependence graph of the 2-dimensional vector space W = {(0,0), (0,1), (1,0),(2,0), (0,2),(1,1),(2,2),(1,2),(2,1)}
over the finite field F3 = {0, 1,2} is shown in Figure 1.

The adjacency spectrum of I'(W) was found in [6]. The study of graphs related to algebraic structures along the spectral
aspect gained momentum through the work of Maity and Bhuniya [6]. For some recent works along these lines, see [4,8,9].
In this paper, we obtain the normalized Laplacian and normalized distance Laplacian spectra of I'(W).

Let G = (V, E) be a simple graph with vertex set V(G) = {v1, va,...,v,}. Denote by D(G) the diagonal matrix of G (also
known as the degree matrix of ). The adjacency matrix of G is the matrix A(G) = [a;;], 1 < 4,5 < n, where a;; = 1 if
v; adjacent to v; and a;; = 0 otherwise. The Laplacian matrix L(G) is defined as L(G) = D(G) — A(G). The normalized
Laplacian matrix £(G) was introduced in [3] as the square matrix whose (4, j)-entry £;;, 1 < i,j < n, is given as

1 if U = Vj and qu‘, 7é O7
L ! if v; and v; are adjacent
o= —_— V; Vi R
Y \/ d'Ui,de ! J J

0 otherwise,

where d,, and d,; are degrees of v; and v;, respectively. We can also write

L(G) = DTG LG)D(G) = T = D™VXG)AG)D(G)
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Figure 1: The linear dependence graph of the 2-dimensional vector space W over the finite field F5 = {0,1,2} where
W= {(O’ O)v (07 1)’ (la 0)7 (2’ 0)7 (07 Q)a (17 1)7 (2a 2)7 (17 2)3 (27 1)}

where A(G), L(G) and D(G) are the adjacency matrix, Laplacian matrix and degree matrix respectively of the graph G
with the convention that D(G)~!(u,u) = 0 if d, = 0. The eigenvalues of £(G) are called normalized Laplacian eigenvalues
of G and forms the L-spectrum of G. Two graphs are said to be £-cospectral if they have the same £-spectrum. In [3],
Chung and Graham showed that £(G) is a positive definite symmetric matrix and all its eigenvalues lie within the interval
[0,2] and that 0 is always a normalized Laplacian eigenvalue of any graph G.

Let P(G) = D(G)"'A(G). Then, £(G) = D(G)"/*(I — D(G)"*A(G))D(G)~'/? = D(G)'/*(I — P(G))D(G)~'/?. Hence, if
the spectrum of P(G) is {1, 2, - - ., tn }, then the spectrum of £(G) is {(1 — p1), (1 — p2), ..., (1 — pn)}.

The distance matrix D(G) is the matrix whose (¢, j)-entry is equal to d¢(v;,v;), the distance between the vertices v;
and v; of G. The eigenvalues of D(G) are said to be the D-eigenvalues of G. The transmission Tr(v) of a vertex v of G
is the sum of the distances from v to all other vertices of G and the transmission matrix 7'(G) is the diagonal matrix
defined as T(G) = diag(Tr(vi),Tr(v2),...,Tr(v,)). The distance Laplacian matrix is defined as D*(G) = T(G) — D(G).
The normalized distance Laplacian matrix is defined [7] as DN (G) = T(G)"'/?DX(G)T(G)~ /2. Eigenvalues of DV (G)
are called normalized distance Laplacian eigenvalues of G and forms the D" -spectrum of G. Two graphs are said to be
DN -cospectral if they have same D"V -spectrum. A graph G is said to be a r-transmission regular graph if Tr(v) = r for
every vertex v of G. If G is r-transmission regular then,

D)

DL(G) =+ -D(G) and DN(G)=T(G)V*(T(G) - D(G)T(G)V? =1~ .

Let P(G) = T(G)~'D(G). Then DN (G) = T(G)'/*(I — T(G)"'D(G))T(G)~'/? = T(G)*/*(I — P(G))T(G)~'/2. Hence if
the spectrum of P(G) is {u}, iy, - .., i, }, then the spectrum of DV (G) is {(1 — ), (1 — b)), ..., (1 — p)}.

Since we are dealing with the graph I'(W) throughout this paper A(T'(W)), D(T'(W)), P(T(W)), D(T'(W)), T(T'(W)),
P(I'(W)) are denoted as simply A4, D, P, D, T,P, respectively. Also, I,, denotes the identity matrix of order n, O,, denotes
the zero matrix of order n, J, denotes all-one matrix of order n and J,,«,, denotes the all-one matrix of order m x n. All
spectral graph theoretic terminology are taken from [3]. We use the following lemma in the next section.

Lemma 1.1. [2] Let M, N, P and Q be matrices such that M invertible. Let
M N
s=| 3 5
Then |S| = |[M||Q — PM~'N| and if M and P commutes, then |S| = |MQ — PN| where the symbol |.| denotes the determi-

nant.

2. The normalized Laplacian spectrum of the linear dependence graph I'(W)

In this section, we find the normalized Laplacian spectrum of I'(W) in terms of ¢ by using the spectrum of P.
Theorem 2.1. Let F be a finite field of order ¢ > 2 and W be an n-dimensional vector space over F. Then, the spectrum of
Pis . .
L == (¢—=2)(¢—1)"
1 k(g—2)+1 k—1 ’
wherek=q¢" 1 +¢"2+... +qg+1
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Proof. In [6], the adjacency matrix of I'(W) was given as

ro 11 -~ 111 -+ 1 -+ 1 1 -+ 17T

101 - 100 -+ 0 - 00 - 0

110 --- 100 -0 --- 00 --- 0

111 00 0 0 00 0

100 - 001 --- 00 -+ 0

1 0o0.--010 .- 1 - 00 -0 0 Jix(@n-1)
A= o o 0 0 e e e | =

100 o+ 01 1 «+ 0 00 - 0 Jar-1pa o1 = o] © 1

100 00 0 0 0 1 1

100 000 0 10 !

100 --- 000 -~ 0 -~ 1 1 -+ 0|

where k = ¢" ! +¢" 2 4 ... 4+ ¢+ 1. The degree of the zero vector is ¢" — 1 and degree of all other vectors in W is ¢ — 1.
Hence the degree matrix of I'(W) is given by

-1 0 0 - 0
0 g—1 0 - 0 n_1 01 x (g —

D_ 0 0 g—1 - 0 _{ q 1x(qn—1) ]
: : : : Or—1yx1 (g—1DI—1® Iy
0 0 0 g—1

where k = ¢" ' 4+ ¢" 2+ ...+ ¢+ 1. Hence,

PeD-l4— [ (" —1)7! O1x(gn-1) ] [ 0 Jise(qn—1)
| Ogn—yx1 (=11 @I Jgn—vyx1 [Jg—1 = 1g-1] @ I
_ - 0 (¢" = 1) i gno
- (g =) 1 @ Ik Jgrnyxr [(q = 1) o1 @ L) ([Jg—1 — Ig—1] © I)
0 (¢" = 1) ik (gr—1)

L (q— 1)71J(q"—1)x1 (q — 1)71[‘71171 - qul] ® I,

The characteristic polynomial of P is

A — qn -1 _1J n_
(Alyn — P) = (@ =)™ g ‘

’ —(¢— 1)71‘](11"—1)Xl Mgro1 = (@ = 1) Jgm1 — Ig-1] ® Ik)

)\(qn - 1) —Jlx(qn,1)

=" =) Mg-1~@ Y
—Jign-nyx1 (Mg —1) +1Ig—1 — Jg-1) ® Ik

Multiplying the first row by A(¢ — 1) — (¢ — 2) and R} — R} + Rz + ...+ Ry~ and applying Lemma 1.1 yield

AMg"=DAg—1)—(¢—2)] - (¢" - 1) 01x(qn—1)
—Jign—1)x1 (Mg =1) +1Ij—1 = Jg—1) ® I

(¢" = 1) Hqg—1)"l"-D
Mg—1)—(g—-2)
_(qn_1)—1<q—1)_(q"_1)[)\(n_l)[)\( D) 9 (e ) idet( N 1 . _J .
S T ANe—1D--2 q q—1) = (q=2)] = (¢" — D][det([A(g — 1) + 1]Tg—1 — Jg—1)]".

If Ay = det([\(g — 1) + 1)I,—1 — J,_1) then

det()\lqn — P) =

ANg—1) -1 - -1
-1 Ag-1) - -1
Ay . (. ) .

_'1 _.1 )\(q'—l)
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Mg—DMg—1)—(¢=3)]—(g—2) 0 0
= X@—D-(—3) : : ) |
-1 -1 o AMg=1) ()% (a—1)
AMg—1) -1 _1
ey | b AMeD -1
= Ag—1)—(g—3) . : . .
-1 -1 o AMg=1) (2% (a-2)
_ P@=1)+1)[A(g—1)—(g—2)] -1 AMg—1) --- 1
N Ag—1)—(g—3) ) . .
-1 -1 Mg —1) (-2 (a2
ANg—-1) -1 - -1
_ D@=D+1][A(g=1)—(¢—2)] A (g—=D)+1][A(g—1)—(g—3)] -1 Mg—1) --- 1
R e R e T : S
-1 -1 o Ag—1) (=) % (a—3)
)‘(q - 1) —1 . -1

_ Da=)+H1P A=) —(g-2)] -1 AMg=1) - -1
A(g—1)—(g—4) : : :

-1 1 Me= D) | gigyw(g-s)

Proceeding like this, we have A; = [\(¢ — 1) + 1]972[\(¢ — 1) — (¢ — 2)] and hence

det(\ — P) = @D O g (g — 1) — (g - 2)] - (" — DM@~ 1) + 12 g — 1) — (g — 2)]}*

= (" -1 g— 1)V - DAg—1) = (g—2)] = (¢" = D][Ag — 1) + 1] [A(g — 1) — (¢ — 2)]* .

Eigenvalues of P are given by the equations,

(" =1D(g—1) = AMg" - 1)(g—2) - (¢" = 1) =0,
AMg—1)+1=0,
Mg—1)—(¢g—2)=0.
Thus, the ¢" eigenvalues of P are 1 with multiplicity 1, —(¢ — 1)~! with multiplicity k(¢ — 2) + 1 and (¢ — 2)(¢ — 1)~! with

multiplicity k£ — 1.
O

Corollary 2.1. Let F be a finite field of order q and W be an n-dimensional vector space over F. Then the normalized
Laplacian spectrum of the linear dependence graph T'(W) is

0 ql¢-1)7" (-1
1 klg—2)+1 k-1 '
Proof. If the spectrum of P is {u1, p2, . .., pin}, then the spectrum of L(I'(W)) is {(1 — 1), (1 — p2), ..., (1 — pn)}. Thus the ¢"

normalized Laplacian eigenvalues of I'(W) are 0 with multiplicity 1, 1+ (¢ — 1)~ = ¢(¢ — 1)~! with multiplicity k(g —2) +1
and 1 — (¢ —2)(q — 1)~ = (¢ — 1)~! with multiplicity & — 1. O
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3. The normalized distance Laplacian spectrum of the linear dependence graph I'(W)

In this section, we find the normalized distance Laplacian spectrum of T'(W) in terms of q by using the spectrum of P.
Theorem 3.1. Let F be a finite field of order q > 2 and W be an n-dimensional vector space over F. Then, the spectrum of
Pis
1 —(2¢"—q-1)7" —q(2¢" —q—-1)7"
(1 k(g —2)+1 k-1 )
wherek=q¢" ' +¢" 2 +... +q+1

Proof. In [6], the distance matrix of I'(W) was given as

ro 11 --- 111 -+ 1 -+ 1 1 --- 17

10 1 --- 1 2 e 2 e 2 2 ...

110 -+ 1 2 2 v 2 v 2 2 -0 2

1 11 0 2 2 2 2 2

122 - 201 -+ 1 -+ 2 2 -+ 2

122 ... 210 --- 1 -+ 2 2 ... 2 0 Jlx(q"—l)
D=1 - @ o oo | =

1 22 . 211 v 0 . 292 ... 2 Jar-vx1 2Jgro) = g1 + L] ® I

1 2 2 2 2 2 2 0 1 1

1 2 2 2 2 2 2 10 1

122 -« 22 2 .. 2 ... 1 1 - 0|

where k = ¢! + ¢" "2+ ... + ¢ + 1. The transmission matrix of I'(W) is given by

q" —1 O1x(qn—1)
Ogr-—1yx1 (2¢" —q— 1)1 ®@ I

T =

where k = ¢ 1 +¢" 2+ ... + ¢+ 1. Hence,
(¢" -1~ O1x(gn—1)
Ogr-1yx1  (2¢"—q—1)""I,_1 @I
0 (¢" — 1)_1J1X(q"71) ]
[ (24" —qg— D) g 20" =g =D 2Jgno1y — (g1 + Lpa] @ I)] |
The characteristic polynomial of P is
A —(¢" = 1) ix(gn-1)
—(2¢" —q— 1)71J(qn_1)><1 Mgn_1—2(2¢" —q — 1)71an_1 +[(2¢g" —q— 1)71((](1_1 +1,1) ® I ‘

g™ —1) —J1x(qn—1)
_J(qnfl)Xl )\(2qn —q— 1)an,1 —2J n_q + [(Jq,I + qul) X Ik]

P:TlD:[

[ 0 Jix(qn-1)
J(q"—l)xl 2J(q"—1) - ([Jq—l + Iq—l} ® Ir)

det(Mn — P) =

= (" = D)7 — g - )7

Now, apply the elementary transformations of subtracting from each column C;, twice of C; for i = 2,3,...,¢", result in

Mg —1) —[1+2XMq" = D]Jix(gn-1)

det()\] n P) = (qn — 1)_1[(2qn — q — 1)_1](qn_1)
! —Jigr-nx1 (M2 =g = 1) + Loy + J1) @ I

Ag"—1)
2@ 1) —Jix(gn-1)

=(¢" = 1)7M(2¢" —g = 1)L+ 2M(¢" — 1)]
—Jgr—nyx1 ((M2¢" —q—=1)+ 1|1+ Jg—1) @ I,

Multiplying the first row by A(2¢" — ¢ — 1) + ¢and R} — R} + Rs + ... + Ry~ yield

det ()\an — p) =

A(q" —D]N2q" —q—1)+ n
(=)@ 1) o) | T — ("~ 1)

A=) ~Jigr—1)x1 (MN2¢" = q = 1) + Ulyor + J1) ® I

O1x(gn-1)
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A@" —DA(2¢" —g—1)+q]—(¢" —1) (1+2A(¢" ~1 n .
= (q(qn_)[1)22‘;”_‘;_13:2]_1()‘1[/\(2(1),}_:_1()‘1(1] D det([A(2¢" — g — 1) + 11,1 + J,—1)* using Lemmal.1.

If By = det[A\(2¢" —q — 1) + 1]I;—1 + J4—1 then

A2¢"—qg—1)+2 1 1
1 A2¢" —q—1)+2 - 1
B, = .
1 1 e AT —g= D)2
Multiply first row by A(2¢" — ¢ — 1) + (¢ — 1) and then R} — R} — Ry — ... — R,_1, we have
A2¢" —q—1)+2 1 1
B, — D" —a=1D)+2]A2¢" —g=D)+(g=1)]-(4=2) 1 M2t =g =142 - 1
L A2¢"—q—1)+(q—1) : : . :
1 1 e M2¢"—q—1)+2 (0-2)x(q—2)
A2¢" —qg—1)+2 1 1
n J— J—
_ D" —g=1)+1][M(2¢" —g—1)+q] 1 A2q g—1)+2 1
A(2¢"—g—1)+(q—1) : : . :
1 1 v AR g D F2 (g
A2¢" —q—1)+2 1 1
_ A2e" gD+ [A2g" —g=1)+q] 1 ARt —g—1)+2 - :
B A(2¢"—q—1)+(q—2) : : . :
PR n J— J—
1 1 ARG =g =D+ 2 {5 4-9)

Proceeding like this, we have B; = [A\(2¢™ — ¢ — 1) + 1]@2[\(2¢™ — ¢ — 1) + ¢] and hence,

5 _ AMg" = DA2¢" —g—1)+q] —(¢" —1)(1 +2A(¢" — 1))
A =) = e e — = D@ TG — - 1D +4

The right hand side of the above equation is equal to

A" = 1)(2¢" —q— 1)+ M¢" — 1)(q — 2(¢" — 1)) — (¢" — 1)]
(¢" —1)(2¢" —q—1)la"=1)

Thus, the eigenvalues of P are given by the following equations
N(q" = 1)(2¢" =g —=1)+ M¢" = 1)(g - 2(¢" — 1)) = (¢" = 1) =0,
2" —q— 1)+ 1] =0,
A2¢" —q—1)+q/* ! =0.

A2¢" —q— 1) + 1D A(©2¢" — g —1) + ¢

A2¢" — g —1) + 1D A(@2¢" —q—1) + ¢ L.

After solving the above equations, we conclude that the ¢" eigenvalues of P are 1 with multiplicity 1, —(2¢" — ¢ —1)~! with
multiplicity k(¢ — 2) + 1 and —q(2¢" — ¢ — 1)~ with multiplicity k¥ — 1 respectively.
O

Corollary 3.1. Let F be a finite field of order ¢ > 2 and W be an n-dimensional vector space over F. Then the normalized
distance Laplacian spectrum of the linear dependence graph I'(W) is

0 1+(12¢"—q—1)"" 1+4+q(2¢" —q—1)"1
1 k(g—2)+1 k—1 '
Proof. If the spectrum of P is {y, i, ..., 1.}, then the spectrum of DN(D'(W)) is {(1 — p}), (1 — wh),..., (1 — ul)}. Thus,

the ¢" normalized distance Laplacian eigenvalues of I'(1W) are 0 with multiplicity 1, 1 + (2¢™ — ¢ — 1)~! with multiplicity
k(q—2) +1and 1+ q(2¢" — q — 1)~ with multiplicity ¥ — 1 respectively. O

4. Conclusion

In this paper, we obtained the normalized Laplacian and normalized distance Laplacian spectra of the linear dependence
graph T'(W) of a finite-dimensional vector space W over a finite field . These spectra are the new addition to the existing
literature of spectral graph theory. A similar treatment can be applied to obtain other spectra associated with other
matrices of a linear dependence graph.
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